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Abstract. Information Retrieval (IR) forms the basis of many informa-tion management tasks. Information management itself has become anextremely important area as the amount of electronically available infor-mation increases dramatically. There are numerous methods of perform-ing the IR task both by utilising di�erent techniques and through usingdi�erent representations of the information available to us. It has beenshown that some algorithms outperform others on certain tasks. Verylittle progress has been made in fusing various techniques to improvethe overall retrieval performance of a system. This paper introduces aProbability-Based Fusion technique probFuse which shows initial promisein addressing this question. It also compares probFuse with the commonCombMNZ data fusion technique.

1 Introduction
Numerous Information Retrieval models have been proposed to solve the problem
of identifying documents in a collection that are relevant to given queries. In
recent years, much research has been conducted into what has become known
as data fusion or collection fusion [1]. Data fusion involves the combination of
results from di�erent sources, using any information that is available, in order
to obtain results which are superior to those of any of the individual sources.

In order to achieve this, a number of solutions have been proposed to achieve
high-performance data fusion. Some of these rely on the relevance scores pro-
vided by the individual retrieval sources, some make use of the ranking of the
individual result sets alone and others introduce weighting to create a bias to
favour some sources over others. In many cases, such research has been in the
context of metasearch engines [1], which involve the fusion of result sets produced
by distinct, autonomous IR systems.

This paper is organised as follows: in section 2, we provide a brief overview of
some of the approaches that have been taken by others in solving the data fusion
problem in the past. Section 3 details the problem in question. In section 4 we



introduce the probFuse algorithm, a probability-based approach to data fusion.
Section 5 describes the results of running probFuse on a number of collections,
along with a comparison with the popular CombMNZ fusion technique. Finally,
section 6 deals with conclusions and future work.

2 Prior Work

An early, simple method of merging distinct result sets is to interleave the results
in round-robin fashion [1], whereby the �rst-ranked documents are placed at the
beginning of the merged set, followed by the second-ranked documents and so
on. The e�ectiveness of this method is largely dependent on the rather naive
assumption that each server returns results of equal quality and an empirical
study [2] demonstrates a 40% degradation in e�ectiveness when compared to
the performance of a single centralised collection.

A number of later approaches rely on the relevance scores assigned by each
retrieval technique to each document in order to rank those documents appropri-
ately [3] [4]. The relevance scores returned by each IR model are not necessarily
comparable in their raw form, since each will typically return scores in di�erent
ranges. In order to compare these scores in a meaningful way, it is necessary to
normalise them, so that they lie within a common range.

A number of fusion techniques based on normalised scores were proposed by
Shaw and Fox [5]. These included CombSUM, in which the ranking score for
each document is the sum of the normalised scores returned by the individual
techniques, and its variant CombMNZ, which introduces a bias in favour of doc-
uments which are judged relevant by a higher number of individual techniques.
CombMNZ has become the standard data fusion technique [6] [7], as it has been
shown to outperform the other techniques they proposed. In particular, Lee [8]
was able to achieve signi�cant improvements by using CombMNZ.

A Linear Combination model has been used in a number of studies [9] [10].
Here, each individual source is assigned a weight, based on past performance.
Each document's ranking score is then calculated based both on this weight and
the estimation of relevance it receives from each source. Vogt and Cottrell made
use of training methods to �nd optimal values for these weights.

Another training-based technique is proposed by Voorhees et. al. in [2]. For
each query, they assigned a weight to each seperate collection based on the
prior performance of clusters of similar queries. This allowed them to select
more documents from the result set returned by the collection with the highest
weighting.

Montague and Aslam have developed the Borda [7] and Condorcet [11] voting-
based fusion techniques. They make use of two algorithms that were developed
in the 18th century to address shortcomings in the straight vote system for elec-
tions in where there were more than two candidates. Applying these algorithms



to fusion they were able to achieve improved results using the document rank-
ings alone, ignoring estimations of relevance returned by the underlying sources.
They also produced a weighted variation of each technique, which, like other
weighted techniques, uses training data on past performance to calculate the
appropriate weights.

Beitzel et. al. [6] argue that the task of fusing result sets from di�erent tech-
niques within the same system is di�erent to the meta search task. They claim
that CombMNZ's e�ectiveness is largely attributable to di�erences between the
autonomous IR systems, such as di�erent stopword lists, di�erent stemming
algorithms and relevance feedback. In addition, they argued that Lee's improve-
ments were likely to have arisen because of an increase in overall recall, given that
his approach was speci�cally designed to retrieve documents of di�erent types.
Therefore, they claim that CombMNZ's use for fusing result sets produced by
the same IR system is limited.

3 Problem Description

The characteristics of fusion are outlined by Vogt and Cottrell [9]. If the individ-
ual sources are retrieving di�erent documents, this is likely to increase recall (the
fraction of total relevant documents that have been retrieved). They describe this
as the \Skimming E�ect", as a fusion technique would \skim" the top-ranked
documents from each result set, since the highest density of relevant documents
is most likely to appear there. They also describe the \Chorus E�ect", in which
several retrieval sources are in agreement that a document is relevant. In situa-
tions where this agreement is correct, fusion techniques which attach a greater
signi�cance to documents which are common to multiple sources will perform
well. This has been shown to have a signi�cant e�ect by the research involving
the CombMNZ algorithm.

They also identify a \Dark Horse E�ect", in which one retrieval approach
returns results of a much di�erent quality than the others. This may either be
the returning of unusually accurate or inaccurate relevance judgments. Vogt and
Cottrell note that the Chorus and Dark Horse e�ects are somewhat contradictory
in nature, with the former encouraging fusion techniques to take as many sources
into account when fusing and the latter suggesting that a single technique may
provide the best performance.

If we have a system in which we use multiple IR models, it is likely that
di�erent models will perform better on di�erent queries. In addition, it is unlikely
to be possible to identify which technique will produce the best performance on
any speci�c query. For these reasons, it is desirable to be able to combine the
results returned by each model in order to achieve results that are superior to any
of the individual techniques. An acceptable minimum performance level would
be to match the best performing technique for each query. When evaluating our
probFuse algorithm in section 5, we use the maximum precision achieved by any



single technique at each point of recall as the benchmark to be improved upon.
An ability to improve upon this benchmark supports the case in favour of fusion,
rather than merely creating an algorithm to attempt to select the best individual
technique for a given query.

4 Probability-Based Fusion
In this section, we describe probFuse, a probability-based approach to fusing
results from di�erent Information Retrieval models within the same system.
Using this approach, each document contained in any of the individual result
sets to be fused is assigned a score, based on its probability of relevance, which
is used in ranking the documents in the �nal, fused result set.

In order to calculate this probability, each result set is divided into x seg-
ments. Using a training set comprising t% of the queries available, the probability
of relevance for each segment must be calculated.

In a training set of Q queries, P (dkjm), the probability that a document d
returned in segment k is relevant, given that it has been returned by retrieval
model m, is given by:

P (dkjm) =
PQq=1 jRk;qj

jkj

Q (1)
where jRk;qj is the number of documents in segment k that are relevant to

query q, and jkj is the total number of documents in segment k.
This probabilty should be calculated for each segment in each retrieval model.
The ranking score Sd for each document d is given by

Sd =
MX
m=1

P (dkjm)
k (2)

where M is the number of retrieval models being used, P (dk;m) is the prob-
ability of relevance for a document dk that has been returned in segment k in
retrieval model m, and k is the segment that d appears in (1 for the �rst seg-
ment, 2 for the second, etc.). For any technique that does not return document
d in its result set at all, P (dkjm) is considered to be zero, in order to ensure
that documents do not receive any boost to their ranking scores from techniques
which do not return them as being judged relevant.

Using the segment a document is returned in, rather than the speci�c rank,
recognises that di�erent queries will likely result in result sets of varying lengths,
depending on how common the terms in the query are. For example, a document
ranked 10th in a 20-document result set is less likely to be relevant than the 10th
in a 200-document result set.



This approach strives to balance the three e�ects identi�ed by Vogt and
Cottrell. Firstly, by considering the probability of relevance, we make use of the
Dark Horse e�ect, by attaching a greater importance to techniques which are
more likely to return relevant documents in particular segments. By using the
sum of the scores from each individual technique, rather than the maximum, we
make make use of the Chorus e�ect. Finally, the division by k attaches a greater
weight to documents returned near the beginning of the result set, where re-
trieval techniques will typically have their highest density of relevant documents
(Skimming E�ect).

5 Experiment and Evaluation

In this section, we describe a number of experiments which were run in order to
test the e�ectiveness of the probFuse algorithm. Firstly, we use various training
set sizes and x values (the number of segments each result set should be divided
into) in order to �nd optimal values for each. Once these have been identi�ed,
we compare the results with that of Shaw and Fox's CombMNZ algorithm.

The experiments were run over four document collections: Cran�eld, LISA,
NPL and Med. The characteristics of each collection are outlined in Table 1.
Initially, the queries for each collection were arranged in a random order. Once
this was done, this order was maintained for each experimental run, in order to
eliminate inconsistencies of results due to a change in the ordering of the queries.
We then obtained the result sets to be fused using three Information Retrieval
models: the Vector Space Model [12], the Extended Boolean Model [13] and the
Fuzzy Set Model [14]. We then ran probFuse on each, using various training set
sizes and x values.

Collection Documents Queries
Cran�eld 1,400 225LISA 5,872 35Med 1,033 30NPL 11,429 93Table 1. Characteristics of Document Collections Used

The training set sizes used ranged from 10% to 90% inclusive, in intervals of
10 percentage points. For each of those training set sizes, we ran probFuse with
x values of 2, 4, 6, 8, 10, 20, 30, 40 and 50.

In order to evaluate the performance of our experiments, we �rstly calculated
the interpolated precision at the 11 standard recall levels [14] (0% to 100%
inclusive, at intervals of 10 percentage points) for the result set returned for
each document collection by each individual retrieval model and also for the



fused result set. Once this is done, �Pc, the mean di�erence in precision for
collection c is given by

�Pc =
PRr=1 Pf;r �MAX(Pc;r)

R (3)
where R is the number of standard recall levels, Pf;r is the precision of

the fused result set at recall level r and MAX(Pc;r) is the maximum precision
obtained by any single retrieval model on collection c at recall level r. The single
value used in Figures 1 and 2 is the average �Pc across all four collections.

Figure 1 shows the change in average precision for the various values of x
and t with each line representing a particular training set size. The poorest-
performing training set sizes are 10% and 90%, demonstrating that training set
sizes that are either very large or very small will lead to poor performance. Using
a training set size of 50% results in the best performance for all but one value
of x.

Fig. 1. Mean di�erence in precision for di�erent training set sizes

In Figure 2, each line represents the change in average precision for a par-
ticular value of x. The worst-performing x value is 2. At this value, probability
of relevance is assigned to a document based on whether it appears in the �rst



half or the second half of a result set. Increasing values for x produce superior
results, to a point, with x values of 10 and 20 showing the highest mean precision
increase.

Fig. 2. Mean di�erence in precision for di�erent values of x

From these two graphs, we can see that the best performance is achieved
using a training set size of 50% and dividing each result set into 20 segments.

Having identi�ed the best perfoming combination of x and t values, we then
performed a comparison of those results and the CombMNZ algorithm. The
CombMNZ algorithm is based on the relevance scores assigned to each document
by each retrieval model. However, the raw scores returned by each model are
not necessarily directly comparable, so it is necessary to normalise them. Lee's
implementation of CombMNZ normalised scores using

normalised sim = unnormalised sim�min sim
max sim�min sim (4)

where max sim and min sim are the maximum and minimum score, respec-
tively, that are actually seen in the retrieval result. Once the scores have been
normalised, the CombMNZd, the CombMNZ ranking score for any document d
is given by



CombMNZd =
SX
s=1

Ns;d � jNd > 0j (5)

where S is the number of result sets to be fused, Ns;d is the normalised score
of document d in result set s and jNd > 0j is the number of non-zero normalised
scores given to d by any result set.

probFuse CombMNZ
Cran�eld +1.92** -1.48*LISA +3.09** +2.24Med +3.48 +3.07NPL +4.80** +4.13**
Max +4.80 +4.13Min +1.92 -1.48Avg +3.32 +1.99Table 2. Comparison of the mean di�erence in precision achieved by the probMergeand CombMNZ algorithms for each collection. Entries with a \*" are signi�cant for asigni�cance level of 5%. Entries with a \**" are signi�cant for a signi�cance level of1%, as calculated by the Wilcoxon test

Table 2 shows a comparison in the mean di�erence in precision for probFuse
and CombMNZ, where probFuse uses a training set of 50% and an x value of
20. As the �rst half of the collection is being used solely as training data by
probFuse, we have ignored it for the purposes of CombMNZ, so that we are
comparing the two algorithms' performance over the same queries. The table
shows the mean di�erence in precision both for each collection individually and
as an overall average. The table shows us that probFuse outperforms CombMNZ
on each collection, and that the use of CombMNZ actually causes a signi�cant
reduction in performance when applied to the Cran�eld collection. For all col-
lections except Med, probFuse shows highly signi�cant improvements over the
maximum precision values of the individual techniques. In contrast, CombMNZ
only achieves signi�cant improvements for the NPL collection.

Figure 3 illustrates the performance of probFuse and CombMNZ on the Cran-
�eld collection. It shows the interpolated precision at the standard recall levels
for each individual technique, as well as for each fusion technique.

6 Conclusions and Future Work

In this paper, we have proposed a new data fusion technique, probFuse. Using
this algorithm, documents are ranked based on their probability of relevance. In
experiments on small collections, probFuse shows initial promise, outperforming



Fig. 3. Interpolated Precision graph for the Cran�eld Collection

the best performance of any of the individual retrieval models that we used,
namely the Vector Space Model, the Fuzzy Set Model and the Extended Boolean
Model. It also was shown to produce superior results to the popular CombMNZ
algorithm.

While probFuse shows promise on these small collections, it remains to be
seen whether the increase in retrieval e�ectiveness achieved on small collections
can be replicated on larger document collections, such as data from the Text
REtrieval Conferences (TREC), which is widely used to evaluate fusion tech-
niques.
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